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Abstract
During the past two decades, a new kind of object-oriented
language based on differential-algebraic equations has emer-
ged. Examples of such languages are Modelica, gPROMS,
and VHDL-AMS. This kind of language, which we call
equation-based object-oriented (EOO), enables new pos-
sibilities of modeling and simulation of complex dynamic
physical systems. However, the unusual language semantics
results in new challenges regarding static detection of model
errors. In this thesis, we are investigating the use of type sys-
tems for static detection of such errors, as well as defining
the language semantics in terms of a small kernel language.
The formal semantics of such a kernel language is to be de-
fined and the soundness of the type system is to be proven.

1. Introduction
Computer aided modeling and simulation of complex phys-
ical systems, using components from several domains, such
as electrical, mechanical, and hydraulic, have in recent years
witnessed a significant growth of interest. General-purpose
simulation tools, e.g. Simulink [22], using block diagrams
and causal connections have dominated the area for years.
However, during the past two decades a new generation of
languages has evolved. This language category is based on
object-oriented concepts and acausal modeling using equa-
tions. This enables better reuse of components resulting in
considerably reduced modeling efforts [13]. One such lan-
guage is Modelica [24], which is an attempt to unify con-
cepts and notation from several research projects and in-
dustrial initiatives. Other examples are gPROMS [26] and
VHDL-AMS [11]. We call this kind of language equation-
based object-oriented.

1.1 Outline

The remaining part of the introduction will give a funda-
mental overview of EOO languages when used for modeling
and simulation, which is necessary for the understanding of
the research problem outlined in this proposal.

In Section 2 the general problem area is outlined and mo-
tivations for its relevance are given. Section 3 elaborates on
different approaches to attack the problem area and reviews
related work. Section 4 begins by stating our hypotheses on
how to approach the overall problem. This is followed by de-
limitations and more detailed descriptions of the problems
implied by the hypotheses. The section ends with expected
contributions of our work. Section 5 describes the proposed
research method, by stating needed working steps includ-
ing motivations on why these steps are necessary to justify
our hypotheses. Section 6 outlines our plan to complete this

thesis and gives the status of the current work, including
a short summary of current publications. Finally, Section 7
concludes the proposal.

1.2 What is an EOO Language?

All kinds of object-oriented (OO) languages have some form
of object. Many mainstream OO languages are class-based
(e.g. Java and C++), meaning that an object is created as
an instance of a class. Nevertheless, there are many concepts
related to object-oriented languages and there is no clear
consensus what actually defines the core concepts of OO
languages [2].

In a traditional OO language, the behavior of an object is
implemented using methods and data is exchanged between
objects using message passing or method invocation. The
fundamental difference in what we define to be an EOO
language is that the behavior of an object is described by
equations.

EOO languages are primarily used for capturing the be-
havior of physical systems, i.e., systems in the real world are
modeled using equations grouped into classes and objects.
Hence, instead of using the term program, we will use the
word model to describe the executable artifact in an EOO
language.

To conclude, we define the concept of EOO language as
follows:

Definition 1 (EOO language). Equation-based Object- Ori-
ented (EOO) languages provide the following fundamental
concepts:

• Class - a blueprint for creating objects
• Object - can be created according to classes
• Subtyping - if an object A supports the same interface

as an object B, then A can be used in the context where
B is expected.
• Inheritance - the ability to define a new class by reusing

behavior from another class.
• Equations - defines invariant relation between objects.

Equations can have several different forms. If a model con-
tains differential equations, using time derivatives dx

dt
, it is

said to be a dynamic model, which is time-dependent. Con-
versely, if a model only contains algebraic equations, such as
x2 + y2 = z2, it is a static model.

In many domains the resulting equation system contains
both ordinary differential equations and algebraic equations.
This kind of equation system is called Differential-Algebraic
Equation (DAE)-system [20].
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1.3 Modeling and Simulation with Modelica

EOO languages are currently primarily used for modeling
and simulation (M&S). Nevertheless, there exist attempts
to use it for other applications, such as system identification
and optimization.

The first part of this section describes the most funda-
mental concepts and constructs in an EOO language when
used for M&S. We will primarily use Modelica as the target
language for our discussions, since it is an open standard
with a growing and active community. However, we believe
that the concepts and problems are applicable to other re-
lated languages as well.

The second part of this section describes the compilation
process, where a model is taken as input and a simulation
data is the resulting output.

Language Concepts and Constructs

The Modelica language and its modeling environment con-
sist of many fundamental concepts and constructs. In the fol-
lowing listing, we briefly describe the most important ones.

Graphical vs. Textual modeling. Consider the model of
a simple electrical circuit given in Figure 1. The model
can both have a textual representation (left side) and
a graphical representation (right side). Tools, such as
Dymola [12] and MathModelica [21], make it possible
to modify both these representations concurrently and
relatively consistently.

Hierarchical Composition. Instances of classes (in Mod-
elica defined with keyword model ) can be hierarchical
composed. For example in Figure 2, model Inductor is
defined, while in Figure 1 model Circuit holds a ele-
ment named L, which is an instance of class Inductor .

Continuous-time vs. Discrete-time. If a model only
have variables that evolves continuously over time, it
is said to be a continuous-time model. These models are
described using DAEs. Conversely, if a model changes its
values only at discrete points in time, it is said to be a
discrete-time model. Moreover, if a model contains both
discrete- and continuous-time variables, it is said to be a
hybrid model.

Causal vs. Acausal modeling. In a block oriented simu-
lation environment, such as Simulink [22], the intercon-
nected blocks must be stated using a directed data flow
with input and outputs. However, this causal modeling
approach does not reflect the topology of the physical
system [13]. Using an acausal (sometimes referred to as
non-causal) modeling approach, the equations are instead
stated in their natural form as differential-algebraic equa-
tions. With the latter approach, the direction of data flow
is unspecified at the modeling stage.

Connections and Flow variables. Connections between
instances are stated by using connect -equations; de-
picted in Figure 1. These equations connect ports (in
Modelica called connectors), and represent several equa-
tions. For instance, connect(L.n, C.n) represents two
equations: L.n.v = C.n.v and L.n.i + C.n.i = 0 .
The first equation expresses that the voltage at the con-
nection ends are the same, whereas the second equation
corresponds the Kirchhoff’s current law saying that the
current sum to zero at a node. The latter concept is
achieved with the flow variable concept, which is part
of the Modelica semantics.

Inheritance and Modifications. Equations and elements
in one class can be reused when defining another class, us-

model Circuit
Resistor R1(R=10);
Capacitor C(C=0.01);
Resistor R2(R=100);
Inductor L(L=0.1);
VsourceAC AC;
Ground G;

equation
connect (AC.p, R1.p);
connect (R1.n, C.p);
connect (C.n, AC.n);
connect (R1.p, R2.p);
connect (R2.n, L.p);
connect (L.n, C.n);
connect (AC.n, G.p);

end Circuit;

Figure 1. Modelica model of a simple electrical circuit.

connector Pin
Real v;
flow Real i;

end Pin;

model TwoPin
Pin p, n;
Voltage v;
Current i;

equation
v = p.v - n.v;
0 = p.i + n.i;
i = p.i;

end TwoPin;

model Inductor
extends TwoPin;
Real L = 0.1;

equation
L* der(i) = v;

end Inductor;

Figure 2. Source code of
the Inductor model and
its base class TwoPin .

Figure 3. The structure of
a Modelica compiler.

ing the concept of inheritance. For instance, in Figure 2,
the Inductor inherits behaviour from model TwoPin .
Moreover, it is also possible to modify declaration equa-
tions, such as Real L=0.1 in model Inductor , or even
replacing class instances. For example, if a large model
of a car is created, it is possible to replace the gearbox
without effecting the other parts of the model.

Modelica is a large and complex language, consisting of
many more constructs, such as inner-outer components,
arrays, matrices, expandable connectors etc. For a more
comprehensive overview, see [14].

The Compilation Process

To be able to understand the research problem, we will first
give a brief overview of the compilation process.

A Modelica compiler can generally be divided into two
parts; depicted in Figure 3. In the first part, scanning and
parsing results in a abstract syntax tree. The Abstract
Syntax Tree (AST) is then type-checked and elaborated
into a flat system of equations. This gives us the following
definitions:
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Figure 4. Relations between possible errors and faults in M&S-environment.

Definition 2 (Flat system of equations). A flat system of
equations is a set of declared variables of primitive types
together with a set of equations referencing these variables.

Definition 3 (Elaboration). Elaboration is the task of pro-
ducing a flat system of equations from the AST of a model.

In the second part, different symbolic manipulation and
optimizations are performed on the equation system. The
symbolic transformation module then generates a program,
normally C code. This program is then linked together
with a numerical solver, such as DASSL [29], which is used
for solving the equation system. Finally, this executable is
executed, which produces the simulation result.

2. Problem Area
EOO modeling and simulation is a rapid way of modeling
systems, by reusing well defined components. If the compo-
nents do not exist, they can be created by using the declara-
tive notation of equations. However, it is not always possible
to simulate an EOO model, since the model may be incor-
rectly specified. Furthermore, even if a simulation result is
generated, it does not imply that this is the correct result.

We will in the following section outline the overall prob-
lems and challenges regarding error handling in EOO lan-
guages and its environment.

2.1 Detecting Errors - Isolating Faults

By following the terminology defined in IEEE Standard 100
[25], we define an error to be something that is made by
human beings. As a consequence of an error, a fault exists
in an artifact, such as an EOO model, source code or a
language specification. Another word for fault would be bug
or defect. If a fault is executed, this results in a failure, i.e.,
it is possible to detect that something has gone wrong.

People make mistakes, i.e., commit errors when modeling
a system or creating a software. This can result in incorrect
simulation results, or even no results at all. To produce
products (e.g. aircraft, cars, and factory machines) based
on incorrect simulation results, can be very expensive or
even result in devastating consequences. Hence, it is of great
importance to efficiently handle errors in a sound manner.

To mitigate the fact that people make errors, we see three
major challenges regarding error handling:

1. Detect the existence of an error early. If a simula-
tion fails, it is trivial to detect that an error must exist.
However, if a simulation job takes 48 hours to complete,
it is not desirable to wait 46 hours before the error is de-
tected. Furthermore, when a simulation produce a result,
how do we then know that this result is correct?

2. Isolate the fault implied by the error. If we have
detected that an error must exist, how do we then know
where the actual fault is located? Is it located in the main
model, in some model library, or even in the simulation
tool itself? For example, if an engine is modeled, resulting
after elaboration in an equation system containing 20000
equations, but 20001 unknowns, it is trivial to detect that
this is a fault. However, it is a non-trivial task to isolate
the fault so that the error can be resolved.

3. Guarantee that faults do not exist. If we can detect
an error by using e.g. testing and then isolate the fault
using some kind of debugging technique, how do we know
that there do not exist any other errors? Consequently,
would it be possible to give guarantees that some kind of
faults cannot exist in a model, e.g. that a specific type of
errors will always be detected?

2.2 Errors and Faults in an M&S-Environment

There are many different sources of errors in an M&S en-
vironment. Consider Figure 4, which outlines relations be-
tween sources of errors and faults.

The center box illustrates the simulation tool, which takes
an EOO model as input (left side) and produces a simulation
result if the simulation was successful, or a simulation failure
report if an error occur during simulation. In the model,
there are three actors that can produce errors that affect
the tool’s output.

System Modeling Errors

A system modeling error can result in that the EOO model
contains a EOO model fault, which obviously affects the sim-
ulation result. Some modeling errors can result in failures al-
ready in the elaboration phase (e.g. illegal access of elements
in objects), while other result in simulation failures during
simulation (e.g. numerical singularities). Moreover, an engi-
neer can make mistakes while modeling a system, which still
gives simulation result, but perhaps wrong values. One such
area where errors easily are introduced is inconsistency with
respect to physical units and dimensions. For example, in
September 1999, the NASA Mars Climate Orbiter Mission
lost contact with the spacecraft during the Mars orbit ma-
neuver. This failure was eventually traced back to a software
flaw when converting between English and metric units [33]

Language Design and Specification Errors

Almost all commonly used languages evolve over time, which
results in high demands on the language design effort and
the work to produce precise, consistent, and error free lan-
guage specifications. The Modelica language is no exception,
which has resulted in a large and complex language with an
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informal specification [24] using plain text. This fact can
lead to language design errors, since it is hard to grasp the
semantics of the language. Moreover, if the language design
effort intends to give guarantees that a certain kind of mod-
eling error should be detected, it is obviously necessary that
the specification is precise and easy to reason about.

Tool Implementation Errors

In addition, language specification faults and unclear se-
mantics may lead to tool implementation errors. If only one
tool exists for the language, the importance of implemen-
tation errors compared to the specification might be ignor-
able. However, if there exist several tools, tool implementa-
tion errors may lead to incompatible models or even non-
deterministic simulation results.

While all different sources of errors may affect the output
result from a tool, it is obviously even more challenging to
detect and isolate the faults during the tool and language
development life-cycles.

3. Related Work
Error handling in an M&S environment is a large and com-
plex subject that involves several scientific disciplines, e.g.,
computer science, scientific computing, electrical and me-
chanical engineering. In this section, we will briefly survey
three areas which are particular interesting from a computer
science perspective.

3.1 Precise Language Specifications

There exist several languages which fall into the category of
EOO languages used for modeling and simulation of physical
systems. Besides Modelica, such languages are e.g. gPROMS
[26] and VHDL-AMS [11].

Most of these languages have specifications where the
syntax is formally specified using some variant of BNF,
while the elaboration and simulation semantics is informally
specified using plain text.

This holds also for the Modelica specification, where even
the explicit notation of types are indirectly specified, due to
the fact that the language make use of a structural type sys-
tem [4]. Early versions of the language was partially speci-
fied using natural semantics in a compiler generation system
called Relational Meta Language (RML) [28]. This work [19]
has during the last 9 years evolved into the OpenModelica
project [15], with the goal to be a complete Modelica com-
piler, but not a formal specification. Lately, efforts have been
made to specify parts of the elaboration process [23] using
an algorithmic approach, excluding the type system.

gPROMS [26] does not have any official language spec-
ification, since it was commercialized as a product in the
year 1997 [31]. However, Barton’s PhD thesis [3] describes
an early version of the language informally.

VHDL-AMS is designed to be a superset of VHDL, to
support simulation of continuous-time and hybrid systems
[11]. The language specification, which has an informally
described semantics, became an IEEE standard in 1999 [16].

3.2 Well-Constrained Models

A necessary but not sufficient requirement of an EOO model
is that it has the same number of unknowns as equation after
elaboration. It is trivial to detect this after elaboration, but
challenging to isolate in which class the missing or extra
equation should be located. Bunus PhD thesis [6] suggests a
static debugging approach to this problem, where equations

are annotated during elaboration, and then the under-, over-
, and well-constrained parts of the equation system are
identified. The tool will then gives suggestions of equations
that should be added or removed.

3.3 Dimension- and Unit-checking

Dimension and unit checking is far from a new research
area. Many library-based approaches exist for imperative
programming languages, such as a package approach for Ada
[17] and a template approach in C++ [34]. In Kennedy’s
thesis [18], an extension of a core calculus of ML with
support for type inference over dimension types is given.
Lately, dimension and unit checking has also been addressed
in a nominally typed object-oriented language [1].

Besides the work on gPROMS [27, 32], few attempts has
been tried to incorporate dimensional and / or unit checking
in EOO languages. In addition, even though Modelica today
supports syntax for stating units of variables, no sound
solution exists that guarantees the absence of unit errors.

4. Thesis Statement
In the following section, the research hypotheses of the thesis
are given, delimitations are stated, and some of the problems
and questions resulting from the hypotheses are discussed.

4.1 Research Hypotheses

Theory about types, type systems, static type checking, and
programming languages is a well established and mature
research area, where significant results have been established
during the last decades [8, 9, 30]. However, this theory has
been sparsely used in EOO related languages, especially for
detecting and isolating faults in models. This observation
leads to our first hypothesis of this thesis proposal.

Hypothesis 1. By making use of a type system and static
type checking, we can detect physical unit and constraint
errors in an EOO model at an early stage in the compilation-
simulation process, and thus precisely isolate the fault(s).

Hence, we believe that by making use of types, we can
attack the first two challenge areas presented in Section 2.1.
However, this still does not give any guarantees for absence
of errors. For that reason, we state the following:

Hypothesis 2. By proving type safety of the EOO language,
we can by applying static type checking on a model guarantee
that no faults arising from unit or constraint errors exist in
the model.

As stated earlier, Modelica has become a large and complex
language, where the semantics is informally described. To be
able to prove type soundness (type safety), the language se-
mantics must be specified formally using operational seman-
tics [30, 35]. However, to formally specify the entire Modelica
language seems to be a very hard problem.

Hypothesis 3. By designing a kernel language that models
the core concepts of the elaboration phase of Modelica, where
the elaboration semantics and the type system are specified
formally using operational semantics, it is possible to prove
the absence of unit and constraint faults for a model in the
kernel language.

Since the above hypotheses only gives guarantees for models
defined in the kernel language, we state the following last
hypothesis.
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Hypothesis 4. By transforming a Modelica model into the
kernel language (where the utilized constructs in the model
can be expressed in the kernel language), we can guarantee
the absence of unit and constraint faults in the Modelica
model by type-checking the transformed model in the kernel
language.

However, the above hypothesis assumes that the transfor-
mation of the model is correct.

Hypothesis 5. The kernel language is expressive enough to
model the essence of the Modelica semantics and still small
enough to make it possible to reason about. Furthermore, the
transformation rules from Modelica to the kernel language
can be concisely and clearly expressed.

Failure of this last hypothesis does not necessarily mean
that the core language is not expressive enough. Instead,
we argue that this can show weaknesses and inconsistency
in the Modelica language semantics. Hence, our approach
can also enable improved language design of the Modelica
language.

Due to the wide scope and strong claims of our hypothe-
ses, the following delimitations are given to narrow down the
scope of the research proposal for the thesis.

4.2 Delimitations

• Only continuous-time language constructs are consid-
ered, i.e., hybrid simulation is excluded from the primary
study.
• Only structurally non-singular models can be detected

and faults isolated at the model level. Numerically non-
singular systems cannot be detected until simulation
time.
• Several advanced (and questionable) features of the Mod-

elica language may be excluded from the kernel language,
such as expandable connectors.
• Only the semantics of the elaboration phase is intended

to be included in the kernel language, i.e. the simulation
semantics is excluded.

4.3 Problems and Outstanding Questions

From the hypotheses stated in the previous section, we will
here elaborate on the problems implied by the hypotheses.

Defining the Kernel Language

The first main problem of this work is to define a minimal
kernel language that is small enough to make it possible to
reason about and perform proofs upon, and still expressive
and complete enough to capture the essence of Modelica’s
elaboration semantics.

One design problem is related to the choice of terms in
the kernel language. For example, should there exist dif-
ferent terms for modification, redeclaration, inheritance or
should it be one construct that models all these concepts?
How do we define inner and outer components, that require
instance hierarchy scoping, while other constructs are lexi-
cally scoped? Can all similar constructs such as connector ,
model , class , and record be unified into one term in
the kernel language. Which constructs are part of the type
system, and which are part of the untyped language (e.g.
replaceable )?

Other issues relate to the problem of specifying the se-
mantics using operational semantics, for example, how do
we specify the connect semantics with flow variables in a
consistent way, without the need of too many rules?

Furthermore, it is a challenge to design the static type
system so that it is not too conservative, i.e. that the type
checker rules out too many legal terms.

There are many questions to be answered and decisions
to be taken to be able to model the rather unusual semantics
of the elaboration phase in a compact and consistent way.

Extending the Type System to Detect Errors

According to our hypotheses, we intend to extend the types
of the kernel language to be able to detect constraint errors,
i.e. if the model is over- or under-constrained during type
checking. The question is what we should extend the type
with? What information is needed to be carried by the types
of object and classes? Is it possible to guarantee more than
that a model has the same number of equations as unknowns,
e.g. to guarantee that a model is structurally non-singular
[7]? If we can detect at the class level that a model is for
example under-constrained, can we then state where in the
model the fault is located?

Much of the theory concerning unit checking is already
established, but the difficulty depends on the requirements
that are put on the system. Should it be possible to define
new units in the language? Do we limit the dimensions to be
represented by integer? Should parametric polymorphism be
allowed over dimensions and types? Our work in unit and
dimensional checking has not yet been started. Hence, these
requirements are still to be specified.

4.4 Expected Contributions

The main contributes of this thesis are expected to be:

• A minimal and expressive formally specified kernel lan-
guage that models the essence of the elaboration process
in an EOO language.
• An approach to detect and isolate constraint errors at

the class level, without the need for elaboration.
• An industrially suitable solution to guarantee the absence

of unit errors in Modelica models.
• The first (to the best of our knowledge) type soundness

proof of the elaboration process in an EOO language.
• A better theoretical foundation of the semantics of EOO

languages, that aid improved language design of EOO
languages in general and Modelica in particular.
• Improve the understanding of types in the Modelica

language.

5. Method
In the following section we describe the method used to
justify our hypotheses.

5.1 Steps

Our method can be divided into the following five separate
steps which are to be iterated until the hypotheses are
considered to be reasonable justified.

Step 1 - Define Kernel Language. Develop the mini-
mal and expressive kernel language with a clear sepa-
ration between the untyped dynamic semantics and the
static type system.

Step 2 - Extend the Type System. Extend the type
system to handle constraint and unit / dimension er-
rors.

Step 3 - Prove Type Safety. Prove the type safety of the
extended language using the progress and preservation
theorem [30, 35].
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Step 4 - Implement Prototype. Implement a prototype
of the kernel language for both the static and dynamic
semantics. Implement the transformation from a Model-
ica model into the kernel language’s AST. The output
from the prototype should be a flat system of equations
that can then be simulated in a standard Modelica tool.

Step 5 - Validate Prototype. This is the final and most
critical step to be able to justify our hypotheses. The aim
is to select a number of relevant Modelica models from
the industry and then inject faults. In the positive test
cases, it is checked that:

1. The model passes the kernel language’s type checker.

2. The generated flat system of equations is simulated
by another Modelica tool and the simulation result
is compared to a simulation of the original Modelica
model.

In all the negative test cases, the type checker should
reject the model and give a response of where the fault
is located.

5.2 Method Validation and Criticism

This experimental approach of justifying the hypotheses are
naturally very sensitive to the number of test cases, number
of test models, and the relevance and quality of the models.
Consequently, failure to do these choices right would result
in less convincing research results.

However, we claim that the method to justify hypotheses
1 must have a more inductive then deductive characteris-
tic [10]. This due to the fact of the subjective statement
”precisely isolate the fault(s)”. The soundness of hypothe-
sis 2 and 3 is proven for the kernel language in step 3 the
method. Hypothesis 4 follows by proving the soundness of
the kernel language. However, the challenge is to not make
it too conservative, i.e., that valid Modelica models are re-
jected.

6. Status and Plan
In the following section, a short summery of the status
of current work is given and the plan for future work is
outlined.

6.1 Status of Current Work

Our initial work focused on the understanding of the elab-
oration semantics and the type system of Modelica. It was
shown that a clear definition of what a type really is in
Modelica was missing in the specification. Hence, this work
elaborates on the type concept in Modelica and a concrete
syntax of types was proposed [4].

Our second area of work concerned the problem of detect-
ing and isolating constraint faults early in the elaboration
phase [5]. The concept, which we call structural constraint
delta, can determine if a model is under- or over-constrained
without the need to elaborate the model to a flat system of
equations. In contrary to work by Bunus & Fritzson [7], the
isolation of the fault is not performed on the system of equa-
tion, but at the type level. The approach makes use of static
type checking and consists of a type inference algorithm. A
prototype has been implemented for a subset of the Mod-
elica language, and successfully validated on several small
examples.

This work was a first attempt to attack the problem of
under- and over-constrained system of equations using a
type system. However, in contrary to this thesis proposal, no

formal semantics was used. Consequently, no type soundness
proof was given.

6.2 Plan for Future Work

Currently, our work is focused on defining the untyped part
of the kernel language. This should then be extended by a
type system followed by proof of its type soundness. Our
aim is to present a licentiate thesis containing this work on
the kernel language together with the two earlier published
papers in the year of 2007.

The next goal is to incorporate unit checking into the
kernel language, with a first prototype in the early 2008.
The aim is further to incorporate and validate the concept of
structural constraint delta in the formal semantics. Finally,
the plan is to defend the PhD thesis at the end of 2009.

7. Conclusion
We have described the background and problem area of
detecting errors and isolating faults in an equation-based
object-oriented language used in a modeling and simulation
environment.

The single most important expected contribution of our
work would be a minimal and expressive formally specified
kernel language that models the essence of the elaboration
step in an EOO language. With this language we expect to
show that it is possible guarantee that certain kind of faults
are always possible to detect and isolate in a model.

We believe that this work will in the future be able to
support larger portions of EOO languages in general and
the Modelica language in particular, so that ultimately the
whole language can be specified and proven for type safety.
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